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Latent Diffusion Prior Enhanced Deep Unfolding for Snapshot Spectral
Compressive Imaging

Zongliang Wu*

Abstract

Snapshot compressive spectral imaging reconstruction
aims to reconstruct three-dimensional spatial-spectral im-
ages from a single-shot two-dimensional compressed mea-
surement. Existing state-of-the-art methods are mostly
based on deep unfolding structures but have intrinsic per-
formance bottlenecks: i) the ill-posed problem of dealing
with heavily degraded measurement, and ii) the regression
loss-based reconstruction models being prone to recover
images with few details. In this paper, we introduce a gen-
erative model, namely the latent diffusion model (LDM), to
generate degradation-free prior to enhance the regression-
based deep unfolding method. Furthermore, to overcome
the large computational cost challenge in LDM, we pro-
pose a lightweight model to generate knowledge priors in
deep unfolding denoiser, and integrate these priors to guide
the reconstruction process for compensating high-quality
spectral signal details. Numeric and visual comparisons on
synthetic and real-world datasets illustrate the superiority
of our proposed method in both reconstruction quality and
computational efficiency. Code will be released.

1. Introduction

In contrast to normal RGB images which only have three
spectral bands, hyperspectral images (HSIs) contain multi-
ple spectral bands with more diverse spectral information.
The spectral information serves to characterize distinct ob-
jects assisting high-level image tasks [27, 29, 42, 50, 51]
and the observation of the world like medical imaging [32,
49] and remote sensing [15, 33]. However, the capture of
HSIs is a question that has been studied for a long time be-
cause we need to collect HSI signals by 2D sensors. The
conventional way of spectral imaging is scanning. It scans
the scenes along one dimension such as the spectral or spa-
tial dimension, consuming plenty of time. This way of cap-
ture limits the imaging objects to static ones. Thus, for
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Figure 1. (a) Comparison of PSNR (dB)-FLOPs (G) with previous
HSI reconstruction methods. Our proposed method outperforms
previous methods using even less computational costs. (b) The ab-
lation study of using different time steps in diffusion. Our method
can achieve the desired results requires only very few steps.

many years, scientists have focused on how to collect HSIs
in a quick and convenient method. In 2007, based on com-
pressive sensing theory, a single-shot compressive spectral
imaging way [14] was created to efficiently collect HSIs,
named coded aperture snapshot spectral imaging (CASSI).
The later improvement works [38, 53] provide better imag-
ing quality and lower cost. CASSI modulates the HSI sig-
nal across various bands and combine all the modulated
spectra to produce a 2D compressed measurement. Conse-
quently, the task of reconstructing the 3D HSI signals from
the 2D compressive measurements presents a fundamental
challenge for the CASSI system.

The reconstruction process can be viewed as solving an
ill-posed problem. Many attempts at solving this problem
including traditional model-based methods [1, 2, 60] and
the learning-based methods[8, 37, 40] have been proposed
since the inception of CASSI system. The deep unfolding
network is a combination of convex optimization and neural
network prior (denoiser), enjoying both the interpretability
of the model-based method and the power of learning-based
methods. This branch of methods leads the development
trend in recent years [0, 12, 28, 39, 56] and achieves state-
of-the-art performance.

However, unlike denoising or reconstruction that recov-



ers from natural images, CASSI reconstruction has to re-
cover HSIs from the compressed domain measurements,
which results in severe degradation according to physical
modulation, spectral compression, and unpredictable sys-
tem noise. Thus, the CASSI reconstruction problem is
much harder to learn intrinsic HSI properties than the nor-
mal image restoration tasks. In the unfolding framework
of the CASSI reconstruction method, the denoising net-
work plays a critical role in deciding the final performance,
which is embedded in each stage of the deep unfolding net-
work. However, it always suffers from the performance
bottleneck due to the intrinsic ill-posed problem of dealing
with heavily degraded measurements. Therefore, a high-
performance denoiser with degradation-free knowledge is
desired for CASSI reconstruction. Another problem is that
previous popular regression-based reconstruction methods
have difficulty in recovering details, because the widely
used regression losses are conservative with high-frequency

details [46].

To address these challenges, we introduce a generative
prior in this paper to guide the reconstruction process in
an unfolding framework. During training, the prior will be
first learned from clean HSIs by an image encoder and then
generated by a Latent Diffusion Model (LDM) from Gaus-
sian noise and compressed measurement. Then, the learned
prior is embedded into the deep denoiser of the unfolding
network by a prior-guided Transformer. Significantly, our
unfolding network is able to leverage external prior knowl-
edge from clean HSIs and the powerful generative ability of
LDM enhancing its reconstruction performance. The pri-
mary contributions presented in this paper can be summa-
rized as follows:

i) We propose a novel LDM-based unfolding network
for CASSI reconstruction, where the clean image pri-
ors are generated by a latent diffusion model to facilitate
high-quality hyperspectral reconstruction. To the best of
our knowledge, this is the first attempt to combine the
physics-driven deep unfolding with generative LDM in
CASSI reconstruction.

ii) We design a three-in-one Transformer structure dubbed
Trident Transformer (TT) to efficiently extract the corre-
lation among prior knowledge, spatial, and spectral for
CASSI reconstruction.

iii) Extensive experiments on the synthetic benchmark and
real dataset demonstrate the superior quantitative perfor-
mances (Fig.1), visual quality (Fig. 2), and lower compu-
tational cost of our proposed method.

2. Related Work
2.1. Diffusion Model in Low-level Vision

Diffusion models (DMs) [18, 47] are probabilistic genera-
tive models, which model the data distribution by learning
a gradual iterative denoising process from the Gaussian dis-
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Figure 2. The upper row: the error maps of the previous SOAT and
our method. Our method exhibits fewer errors in the edges and
textures. The lower row: the feature map (drawn by heatmaps)
changes before and after applying LDM enhancement. The en-
hanced features demonstrate increased concentration on signifi-
cant parts and edges.

tribution to the data distribution. Notably, they demonstrate
promising capabilities in generating high-quality samples
that encompass a wide range of modes, including super-
resolution [13] and inpainting [34]. In light of the im-
pressive achievements of diffusion models in image do-
mains, numerous research endeavors [3, 16, 19, 20] have
extended it to video generation. However, diffusion mod-
els suffer from significant computation inefficiency regard-
ing data sampling, primarily due to the iterative denois-
ing process required for inference. To address this chal-
lenge, several methods propose effective sampling tech-
niques from trained diffusion models [48, 63], or alterna-
tively learning the data distribution from a low-dimensional
latent space [44], i.e. the latent diffusion model. The latent
diffusion has a relatively faster speed and powerful gener-
ative ability for super-resolution and inpainting, but similar
to the normal diffusion model, it is also prone to issues such
as misaligned distribution of fine details and the occurrence
of unwanted artifacts, leading to suboptimal performance in
distortion-based metrics, e.g., PSNR. Moreover, latent dif-
fusion costs large computational resources both for train-
ing and inference due to its large-size encoder and denoiser.
Towards this end, some works combine the generative dif-
fusion model with the regression restoration network and
work well on distortion-based metrics like deblurring [43].
The recent works [9, 58] employ LDM on many low-level
vision tasks and achieve state-of-the-art performance with
reasonable computational cost. We name these methods ‘in-
tegrated diffusion’ to distinguish them from the pure diffu-
sion method. However, it is challenging to efficiently em-
ploy diffusion models for compressive hyperspectral image
reconstruction with heavily degraded measurements.



2.2. Hyperspectral Image Reconstruction

Before the advent of the deep learning wave, traditional
model-based methods iteratively solved this inverse prob-
lem by convex optimization [52, 54, 64] with some hand-
crafted constraints based on image priors, like sparsity [26]
and low-rank [31]. These methods are robust and inter-
pretable but require manual parameter tuning with low re-
construction speed and performance. With the help of deep
learning, Plug-and-play (PnP) algorithms [7, 45, 61, 62],
embeds pre-trained denoising networks into convex opti-
mization to solve the reconstruction problem, but still has
limitations on performance because of the pre-trained de-
noiser. In recent years, the End-to-end (E2E) reconstruction
directly trains a powerful deep neural network, like convo-
lutional neural network (CNN) [10, 22, 33] and Transform-
ers [4, 5], to learn the recovery process from inputs (mea-
surements) to outputs (desired HSIs). However, this sim-
ple design lacks interpretability and robustness for various
hardware systems. Therefore, an interpretable design of a
reconstruction network that unfolds a convex optimization
process named deep unfolding is proposed to leverage these
problems. A series of CASSI reconstruction works based on
deep unfolding [6, 12, 28, 35, 36, 59] are proposed and be-
come the state-of-the-art method. Deep unfolding is able to
combine both interpretability in model-based methods and
performance in deep learning-based methods to reconstruct
CASSI at a fast speed. It changes iterative steps in optimiza-
tion into several stages in a single network. The prior for op-
timization becomes a deep neural network denoiser. Since
the unfolding needs to define the forward model of imag-
ing, it is also considered as a physics-driven network. How-
ever, the recent unfolding networks still have bottlenecks
for their regression-based denoiser design and the difficulty
of dealing with compressive measurement features. Bear-
ing these concerns, in this work, we propose an ‘integrated
diffusion’ module and integrate it into the physics-driven
deep unfolding framework and design an efficient way to
aggregate complex features during reconstruction.

3. Proposed Model
3.1. Problem Formulation

The CASSI system has high efficiency in capturing 3D
spectral signals by initially coding spectral data with dif-
ferent wavelengths in an aperture and then integrating them
into a 2D monochromatic sensor. The mathematical for-
ward process of the widely used single-disperser CASSI
(SD-CASSI) [52] can be illustrated as Fig. 3 (a). As can
be seen, the original HSI data, denoted as X € RW*H*N, |
is coded by the physical mask M € R"*# where W, H,
and N, denote the width, height, and the number of spec-
tral channels, respectively. The coded HSI data cube is rep-
resented as X'(:,:,n) = X(5,5,m3) O©M,ny = 1,2,..., Ny,

where © represents the element-wise multiplication. After
light propagating through the disperser, each channel of X’
is shifted along the H-axis. The shifted data cube is de-
noted as X" € RW>*H*No 'where H = H +d; . Here, d; rep-
resents the shifted distance of the N, -th wavelength. This
process can be formulated as modulating the shifted version
X € RW*H*N, with a shifted mask M € RV *#*Ny  where
M(i,j,n;) = M(w,h+d,). At last, the imaging sensor
captures the shifted image into a 2D measurement Y, calcu-
lated as

N ~
Y=Y, X(:,:,m) OM(:,5,n,) +B, ()

where B € R"*# denotes the measurement noise. By vec-
torizing the spectral data cube and measurement, that is
x =vec(X) € RN and y = vec(Y) € R"#, this model
can be formulated as

y=Ax+b, 2)
where A € RWHA>*WHN) denotes the sensing matrix (coded
aperture) which is a concatenation of diagonal matrices, that
is A= [Dy,...,D;], where D, = Diag(vec(M(:,:,ny))) is
the diagonal matrix with vec(M(:,:,n; )) as the diagonal el-
ements. In this paper, we will propose a method to solve
the ill-posed problem, reconstructing the HSI « from the
compressed measurement y.

3.2. The Unfolding GAP Framework

Eq. (2) can be typically solved by convex optimization
through the following objective:

& = argminj ||y — Az} + TR(x), 3)
x

where 7 is a noise-balancing factor. The first term guaran-
tees that the solution & fits the measurement, and the second
term R(x) refers to the image regularization.

To solve the optimization problem, we employ GAP
(Generalized Alternating Projection) as our optimization
framework, which extends classical alternating projection
to the case in which projections are performed between con-
vex sets that undergo a systematic sequence of changes. It
can be interrupted anytime to return a valid solution and
resumed subsequently to improve the solution [30]. This
property is very suitable for deep unfolding which has very
limited ‘optimization iterations’ (stages in the deep unfold-
ing). Specifically, we introduce an auxiliary parameter v,
Eq. (3) can be written as:

1
(:i:,f)):argmin§||w—v||%+lR(v)7 st. y=Az. (4)
x,v

Then, the problem can be solved by the following sub-
problems: Firstly, we aim at updating « :

o) =o® 4 AT(AAT) (y—avb). (5



Mask

Disperser

Original Hs! Data Shifted Data Cube

m Modulate & Dispersion

(a) SD-CASSI System

@ ®

Element-wise Division Add

.................

Dilatation Conv (3x3 dilatation=2)

‘ Sampling

Coded Measurement

N

“DConv3x3

(c) Latent Encoder (LE)

Depth Seperable Conv 3x3

————— > -

| Input Only for Input for Inference

Y, )T ) condition Training and Training
Ground Truth —>! LE !

Stage-2 Stage-
GC-GAP GC-PGD | 2! GC-PGD
B Projection Projection ! Projection !
T L / | }
Measurement " Reconstruction
Mask . ~
(d) Deep Unfolding Network

Figure 3. (a) The single disperser CASSI imaging process. HSI data cube is captured by a monochromatic sensor. (b) GC-GAP projection.
(c) Latent encoder. (d) Our deep unfolding framework of N stages with the priors generated by diffusion model.

This step projects measurement to a 3D signal space by Eu-
clidean projection. Secondly, we aim at updating v:

vt = gy (@), ©)
where 7 is the neural network denoiser of the k —th stage,
and A is the noise penalty factor considered in learned de-
noisers. This step tries to map 1) to the target signal
domain. Considering the projection step Eq. (5), assisted
by deep network, we can modify it as follows:

2 = o® 1 DSC(AT(AAT) 1 (y— AvM)),  (7)
where DSC(-) denotes a set of depthwise separable con-
volution and GELU [17] operations. The overall unfold-
ing framework is shown in Fig. 3(d), where mask A and
measurement y are inputs of the network. According to the
Egs. (5) and (6), the first stage outputs v' can be obtained.
The detailed process is shown in Fig. 3(b). Typically, this
process could make use of the position-specific degradation
information in the projection part and close the gap between
the sensing matrix and degradation matrix [12, 28]. Con-
sidering the stage number is much less than the iteration
numbers in traditional model-based methods, it is difficult
to achieve convergence with limited steps of gradient de-
scent. However, these learnable linear and non-linear vari-
ations can be used to correct the gradients in these limited
stage unfolding projections, and thus we name it Gradient
Correlation GAP (GC-GAP).

3.3. Latent Diffusion Prior Assisted Unfolding De-
noising

The denoising process in deep unfolding leads to a nat-
ural performance bottleneck due to the intrinsic problem
of heavily degraded input. Thus, we introduce external
degradation-free prior knowledge to adaptively compensate
for the denoising process. We will then introduce this pro-
cess in a two-phase manner.

Phase I: Learning Prior Knowledge from clean HSIs.
In this phase, we use an image encoder to compress both
compressive measurement y and clean HSIs (Ground-Truth
hyperspectral images) x into latent space. However, in-
stead of simply using measurement y, we transfer y by
Euclidean projection to 3D HSIs space and normalize it
by sensing matrix Yo € RV AN = AT (AAT)_ly.
This will improve the balance between two different inputs
and easier for the encoder to learn their relation. The in-
put of the encoder in the first phase is I € RYV*#>x28 —
concatenate(Ynormm, ). Thus the latent encoder process can
be written as zgr € RV*¢ = LE(I), where N < W x H, C
is the latent feature channel number. The LE can be seen in
Fig. 3 (¢), it consists of several residual convolution and lin-
ear operations. Then this learned representation zgr will be
used as prior in the denoiser to compensate for the denoising
errors. The Deep Unfolding Network (DUN) will recon-
struct HSI signals using measurement and mask with the
assistance of zgr, i.e. # = DUN(y, A, zgr). In this phase,
we only use the reconstruction loss: L = || — &||;.
Phase II: Generating Prior by Latent Diffusion Model.



After learning the prior representation from clean HSIs, we
aim to learn an LDM to generate this prior condition on
measurement ¥y in the second phase. Specifically, the en-
coder in the first phase LE is fixed to encode clean HSIs and
measurements to z as the generative object of latent space,
i.e. the starting point of the forward Markov process in the
diffusion model. Then as usual forward process, Gaussian
noise will be gradually added on z across T time steps ac-
cording to the parameter f3;, stated as:

q(zir | z0) =1, q(2 | z-1), Ve =1,...,T,
®)
q(z | z—1) =N (zt;\/l_ﬁtzt—lyﬁtl) ,

where z; represents the noisy features at the 7-th step, and
zo = zgr is the generative target. ;.7 € (0,1) are hyperpa-
rameters that control the variance of the Gaussian distribu-
tion .4#”. Through iterative derivation with reparameteriza-
tion [25], Eq. equation 8 can be written as:

q(z | z0) = AN (z6:V 0 z0,(1 — &)1),
azlfﬁl, 66,:]_[::1 Ot,'.

The reverse process involves generating the prior fea-
tures from a pure Gaussian distribution step-by-step con-
dition on the measurement. The reverse process operates
as a T-step Markov chain that runs backward from zr to
zp. Specifically, the posterior distribution of the reverse step
from z; to z;_1 can be formulated as:

q(zi-1| z1,20) =N (thlhut (21, 20), lfgl Btl) ;

9

(10)

M (2,20) = \/% (zt - \}%6) )
where € represents the noise added on z;, which is the only
uncertain variable. Thus, we adopt a denoising network, de-
noted as €g, to estimate the noise € at each step, following
the previous works [18, 44, 46]. Considering our diffusion
model operates in the latent space, we utilize another la-
tent encoder to extract latent features, denoted as LE’, with
the same structure as the latent encoder of phase 1. Specif-
ically, LE’ compresses the normalized measurement ¥,,o,m
into latent space to get the condition latent ¢ € R¥N*C'. In
the end, we use the denoising network to predict the noise
& according to z; of the previous step in reverse process and
the condition features ¢, stated as € = €g (2, ¢,t). With the
substitution of €y in Eq. (10) and set the variance as 1 — o,
the reverse inference can be stated as:

21 = e (2 dco (200) + VI ae, (1)

where € ~ #(0,I). Finally, we can generate the target
prior feature 2 € RV “C" after T iterative sampling z; by
Eq. (11). As shown in Fig. 3(d), the predicted prior fea-
ture is then used to guide the Transformer in denoiser. No-
tably, since the distribution of the latent space with the size

of RV*C (e.g, 16 x 256) is much simpler than that of images
with size REWXB (e g 256 x 256 x 28), the prior feature
can be generated with a small number of iterations 7', cor-
responding to paper [44].

Typically, training the diffusion model refers to train-
ing the denoising network €g. Following the previous
works [18, 48], we train the model by optimizing the
weighted variational bound. The training objective is:

Vo Hefe(; (@er v 1 fége,c,t)’

where z and ¢ are ground-truth prior features and the la-
tent condition representations defined above; ¢ € [1,7T] is
the randomly sampled time step; € ~ .47(0,I) denotes the
sampled Gaussian noise. We jointly update all the param-
eters in the network with the objective loss function of the
second phase, including: the deep unfolding network, the
feature encoder LE', and the diffusion denoising network
€g. The objective loss function of the second phase can be
stated as:

2
. 12)
2

L= 12— 2|1, L = Lec + Lty (13)

3.4. Aggregate Features by Trident Transformer

Previous HSI reconstruction methods usually only exploit
the relation between spatial and spectral, both externally
and internally. However, the spatial-spectral relations are
challenging to explore only with compressed measure-
ments. Therefore, we design a Transformer, named Trident
Transformer (TT), to effectively aggregate our learned high-
quality degradation-free prior knowledge for compensation.
Firstly, inspired by the multi-scale operations in previous
papers [9, 58] with hierarchical structures, we downsam-
ple the prior to obtain the multi-scale prior representations.
Specifically, three downsampling layers are employed, and
the outputs contain prior features of three scales, stated as:

i 26T, if i=1,
o _{ downsample(z'~!), if i>1 (14)

j Foxoitle . i

where z' € R2-1 ,i=1,2,3. Fori=1, 2' = zgr,
which is computed in the first phase training; For i = 2,3,
2! = 2, which is utilized for training and inference in the
second phase.

As shown in Fig. 4, our Trident Transformer includes
three branches: spatial flow, cross-spectral flow, and cross-
prior flow. Each branch shares the information flow with
others and is then fused by the aggregation layer and a
feed-forward network (FFN). Before the embedding layer,
the input feature at i-th scale U; € RF>*WixCi g gplit into
U¢ e IRH"XW"X% and U7 € RH>Wix 4 along the channel di-
mension, denoting cross flow input and spatial flow input
respectively. The spatial flow consists a series of mobile
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Figure 4. The illustration of (a) the overall structure of Trident Transformer, and (b)-(d) the detailed sub-modules in the Trident Transformer.

blocks [21] without batch norms, which aims to extract rep-
resentative visual information with fewer parameters and
FLOPs.

3.4.1 Cross Spectral Flow

In cross spectral flow (CSF) module, as shown in Fig. 4 (¢),
we design a shrunken multi-head self-attention with cross-
scale embedding. This flow primarily focuses on the spec-
tral dimension and aims to save computational burden aco-
ording to the spatial size. Specifically, we compress the spa-
tial size of the query embedding (Q) and key embedding
(K) to 1/4 and expand its channel twice. After establishing
the spectral correlation, we use a dilation convolution on the
value embedding (V) to obtain larger perceptual field infor-
mation with expanded channel dimension and unchanged
spatial dimension. The CSF can be formulated as:

MSASS(U;) = WESVES © Softmax (K © Q55 /a), (15)
QiCS — WQCSUi, KiCS — WKCSU,‘, ViCS _ WVCSUi, (16)

where W* represent the weights of bias-free convolution.

3.4.2 Cross Prior Flow

Cross prior flow (CPF) in Fig. 4 (d) is a variable shared
multi-head cross-attention. The query in this flow is bor-
rowed from the value of CSF which is extracted from a
large perceptive field with more spatial information. In this
way, the prior could facilitate to compensate for spatial de-
ficiency. Compared to the spectral recovery, the spatial re-
covery is typically more challenging. Our manipulation can
be formulated as:

MSASP (U;) = W,V © Softmax(K© Q/a), (17
Q" =Qf, KFP =Wrz, VP =W/z,  (18)

where z/,i = 1,2,3 denotes the prior feature of different
spatial levels.

3.4.3 Flow Interaction and Aggregation

In order to compensate for the deficiency of spatial infor-
mation in CSF and CPF, and the spectral information in the
spatial flow, we fuse the compensation information together
to reconstruct hyperspectra images. As shown in Fig. 4,
the colorful arrows represents the information interactions
between each flow. Specifically, information of each mod-
ule modulate with other flows, where the 1 x 1 convolutions
serve as compensation bridges. The aggregation part con-
sists of concatenation, convolution layers, and an activation
function for a weighted combination of each flow output. In
our Trident Transformer, the prior knowledge learned from
the clean images will provide compensation for reconstruc-
tion in both spatial and spectral details, avoiding the influ-
ence of degraded measurements.

4. Experiments

We conduct experiments on both simulation and real HSI
datasets. Following the approaches in Cai et al. [5], Huang
et al. [23], Meng et al. [36, 37], we select a set of 28 wave-
lengths ranging from 450-650nm by employing spectral in-
terpolation techniques applied to the HSI data.

4.1. Experimental Settings

Simulation and Real Datasets: We adopt two widely used
HSI datasets, i.e., CAVE [41] and KAIST [11] for simu-
lation experiments. The CAVE dataset comprises 32 HSIs
with a spatial size of 512 x 512. The KAIST dataset in-
cludes 30 HSIs with a spatial size of 2704 x 3376. Follow-
ing previous works [5, 23, 36, 37], we employ the CAVE
dataset as the training set, while 10 scenes from the KAIST
dataset are utilized for testing. During the training process,



Table 1. The average results of PSNR in dB (top entry in each cell), SSIM (bottom entry in each cell) on the 10 synthetic spectral scenes.

Algorithms Scenel Scene2 Scene3 Scene4 SceneS Scene6 Scene7 Scene8 Scene9 ScenelO‘ Avg

TwIST 25.16 23.02 21.40 30.19 2141 20.95 22.20 21.82 22.42 22.67 23.12
0.700 0.604 0.711 0.851 0.635 0.644 0.643 0.650 0.690 0.569 0.669

27.13 23.04 26.62 34.96 23.94 22.38 24.45 22.03 24.56 23.59 25.27

DeSCl 0.748 0.620 0.818 0.897 0.706 0.683 0.743 0.673 0.732 0.587 0.721
DNU 31.72 31.13 29.99 35.34 29.03 30.87 28.99 30.13 31.03 29.14 30.74
0.863 0.846 0.845 0.908 0.833 0.887 0.839 0.885 0.876 0.849 0.863

CST-L+ 35.96 36.84 38.16 42.44 33.25 35.72 34.86 34.34 36.51 33.09 36.12
0.949 0.955 0.962 0.975 0.955 0.963 0.944 0.961 0.957 0.945 0.957

BIRNAT 35.96 36.84 38.16 42.44 33.25 35.72 34.86 34.34 36.51 33.09 36.12

0.949 0.955 0.962 0.975 0.955 0.963 0.944 0.961 0.957 0.945 0.957

DAUHST-9stg 37.25 39.02 41.05 46.15 35.80 37.08 37.57 35.10 40.02 34.59 38.36
0.958 0.967 0.971 0.983 0.969 0.970 0.963 0.966 0.970 0.956 | 0.967

DADF-Plus-3 37.46 39.86 41.03 45.98 35.53 37.02 36.76 34.78 40.07 34.39 38.29
0.965 0.976 0.974 0.989 0.972 0.975 0.958 0.971 0.976 0.962 0.972
PADUT-5stg 36.68 38.74 41.37 45.79 35.13 36.37 36.52 34.40 39.57 33.78 37.84

0.955 0.969 0.975 0.988 0.967 0.969 0.959 0.967 0.971 0.955 0.967

RDLUF-MixS2-3stg | 36.67 38.48 40.63 46.04 34.63 36.18 35.85 34.37 38.98 33.73 37.56
0.953 0.965 0.971 0.986 0.963 0.966 0.951 0.963 0.966 0.950 | 0.963

Ours-3stg 37.08 39.53 41.67 46.37 35.73 36.71 36.94 35.13 39.96 33.96 38.31
0.961 0.974 0.978 0.991 0.972 0.973 0.962 0.971 0.976 0.961 0.972

Ours-5stg 37.82 4045 43.25 47.65 36.99 37.22 38.13 35.79 41.74 34.83 39.38
0.967 0.979 0.982 0.993 0.978 0.977 0.970 0.976 0.982 0.965 0.977

PADUT-12stg 37.36 4043 42.38 46.62 36.26 37.27 37.83 35.33 40.86 34.55 38.89

0.962 0.978 0.979 0.990 0.974 0.974 0.966 0.974 0.978 0.963 0.974

RDLUF-MixS2-9stg | 37.94  40.95 43.25 47.83 37.11 37.47 38.58 35.50 41.83 35.23 39.57
0.966 0.977 0.979 0.990 0.976 0.975 0.969 0.970 0.978 0962 | 0.974

Ours-9stg 38.07 41.16 43.70 48.01 37.76 37.65 38.58 36.31 42.66 35.18 39.91
0.969 0.982 0.983 0.993 0.980 0.980 0.973 0.979 0.984 0.967 0.979
Ours-10stg 38.18 41.29 43.65 47.87 37.94 37.72 38.94 36.40 42.94 35.16 | 40.01

0.970 0.983 0.983 0.994 0.981 0.980 0.974 0.979 0.985 0.968 0.980
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RGB Reference TwIST DeSCI BIRNAT DAUHST-9stg DADF-Plus-3 PADUT-12stg RDLUF_MixS2-9 Ours-9stage Ground Truth

Figure 5. The visualization result on synthetic data. 3 out of 28 wavelengths are selected for visual comparison. ‘Corr’ in the top left curve
is the correlation coefficient between one method curve and the ground truth curve of the chosen (golden box) region.
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BIRNAT DAUHST-3 DADF-Plus-3 RDLUF-MixS2-3 Ours-3stage

Figure 6. The real data comparisons. 2 out of 28 wavelengths are selected for visual comparison.

Method PSNR (dB) | FLOPs (G) | Time (ms/10scenes)
Our Full Model 38.31 37.71 421.96

w/o prior 37.63 36.66 403.90
w/o prior and TT 38.11 31.60 305.55

Table 2. Ablation study of our method. “Time’ denotes the total in-
ference time of each method dealing with 10 synthetic test scenes.

a real mask of size 256 x 256 pixels is applied. In our
real experiment, we utilized the HSI dataset captured by the
SD-CASSI system in Meng et al. [37]. The system captures
real-world scenes of size 660 x 714 x 28 with wavelengths
spanning from 450 to 650 nm and dispersion of 54 pixels.
Implementation Details: For the diffusion settings, the it-
eration number T of the diffusion is set to 16, and the latent
space dimension N is set to 256. For all phases of training,
we use the Adam [24] optimizer and set the learning rate to
4 x 10~*. PSNR and SSIM [57] are utilized as our metrics.
Our method is implemented with the PyTorch and trained
using NVIDIA RTX3090 GPUs. More details can be seen
in the supplementary material (SM).

4.2. Compare with State-of-the-art

We numerically compare our proposed method with
previous methods including the end-to-end networks:
DADF-Net [59], CST [4], BIRNAT [10]; the deep un-
folding methods: RDLUF-MixS2 [12], PADUT [28],
DAUHST [6], DNU [55]; and traditional model-based
methods: TwIST [2] and DeSCI [31]. The visual compar-
isons on both synthetic and real datasets are also conducted
with recent state-of-the-art (SOTA) methods.

Synthetic data: The numeric comparisons on synthetic
data can be seen in Table 1. Our proposed method sur-
passes the recent SOTA method RDLUF-MixS2 (+0.44 dB)
according to average PSNR and SSIM. Fig. 5 shows the
visual reconstruction results. Three wavelengths including
striking colors in RGB reference red, yellow, and green are
selected to compare. The golden box part in the reference
was chosen to calculate and compare the wavelength accu-
racy. The accuracy metric is the correlation coefficient with
the ground truth of the chosen region, i.e. the ‘Corr’ in the
curves. According to the ‘Corr’, our method (0.9935) has a
more accurate wavelength curve than others. The zoomed

part in the figure also demonstrates that our method has
edges of bird wings and bird eyes are clearer than others.
Real data: Two scenes of real SD-CASSI measurement
reconstruction results are shown in Fig. 6, and two obvious
color regions in each scene RGB references are selected to
compare. We can see that our method can reconstruct more
details such as the light and dark intricacies of the flower.

5. Ablation Study

In this ablation study, we train our model on the synthetic
training data with 3 unfolding stage models. The results are
summarized in Table 2, where ‘w/o prior’ denotes that we
only use measurement as the latent encoder input instead of
clean HSIs, ‘w/o prior, and TT’ denotes that the latent en-
coder, diffusion, and prior flow in the Trident Transformer
are removed. The training process only conducts a sim-
ple one-phase end-to-end strategy instead of a two-phase
training. The ablation illustrates that with LDM prior assis-
tance, we can achieve better reconstruction results, and our
design of the Trident Transformer successfully aggregates
three types of information and effectively compensates for
some reconstruction defects. Fig. 2 also visualizes the fea-
ture map changes before and after prior enhancement. The
enhanced features demonstrate increased concentration on
significant parts and edges. Moreover, without accurate
guidance, the LDM will even harm the reconstruction. We
also compare the influence of diffusion time steps in Fig. 1,
16 steps are enough for good reconstruction results. The
inference time in Table 2 illustrates that time is still in a
reasonable range even using diffusion 16 steps.

6. Conclusion

In this paper, we introduce a novel spectral reconstruction
network that leverages prior knowledge from the latent dif-
fusion model. The network uses a Trident Transformer
to effectively combine physics-driven deep unfolding and
powerful latent diffusion model. It achieves state-of-the-
art performance on both simulated data and real data and
has considerable improvements in computational efficiency.
This new strategy of using deep unfolding can shed light on
other low-level vision and computational imaging tasks.
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